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The article on my related presentation@SIAM
CSE21 appeared in SIAM News 2 h3-Open-BDEC

/// Big Data & Extreme Computing
https://sinews.siam.org/Details-Page/supercomputer-simulations-of-earthquakes-in-real-time

[ Supercomputer Simulations 0! X | = = i}

B -~ 9% +rmoo de o &

-

HOME HAPPENING NOW GET INVOLVED RE!

&~ (e} Q 9 & https://sinews.siam.org/Details-Pa
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CH CAREERS CURRENT ISSUE

Su percomputer Slmulatlons of Earthqu akes The SIAM News Blog brings together updates on

cutting edge research, events and happenings,

ln Real Tlme as well as insights on broader issues of interest

By Jillian Kunze to the applied math and computaticnal science

cemmunity. Learn more or submit an article or
As different research areas impose new workloads on supercomputers, the field of computational science and idea.
engineering is changing. The integration of simulation, data, and learning is becoming increasingly important.
During a minisymposium presentation at the 2021 SIAM Conference on Computational Science and Engineering, LEARN MORE —
which took place virtually last week, Kengo Nakajima of the University of Tokyo described a new supercomputing
software platform and its applications in earthquake simulation. The work he described was done jointly with the

University of Tokyo's Information Technology Center and Earthquake Research Institute.

The supercomputing center at University Most Recent

Simulation Nodes Bairation:
of Tokyo currently operates three Odyssey Codes

supercomputing systems. To promote the

integration of simulation, data, and sharsd File

learning, the center is now introducing the UrS) i Machine : . . ; SIAM Unwrapped - March 2021

Big Data & Extreme Computing (BDEC) ] Learning, DDA
system called Wisteria/BDEC-01. This Data/Leaming Nodes

. , Aquarius Data Assimilation
system is slated to start operations in May . Data Analysis

2021 and will include both simulation



h3-Open-BDEC Innovative Software Platform
for Integration of (S+D+L) on the BDEC
System, such as Wisteria/BDEC-01

 Qverview

— 5-year project supported by Japanese
Government (JSPS) since 2019
h3-Open-BDEC

— Leadlng-Pl: Kengo Nakajlma (The TR pr—

UﬂlVGI’SIty Of TOKyO) New Principle for Simulation + Data + Comﬁg:lai::i:t?o; ok
— Total Budget: 1.41M USD Lompltations Learhing Utilities
. h3-Open-MATH : 5
* Two Innovations cafomanca R, | Hpplestion Development | Contel £ magratio
. . i . iciency
— New Principles for Numerical Analysis [T R T
by Adaptive Precision, Automatic PEE LI L Data Science Computing
. . . —_— .
Tuning & Accuracy Verification s T

Automatic Tuning Data Driven Approach

— Hierarchical Data Driven Approach
(hDDA) based on Machine Learning



h3-Open-BDEC Innovative Software Platform
for Integration of (S+D+L) on the BDEC
System, such as Wisteria/BDEC-01

« “Three” Innovations
— New Principles for Numerical

h3-Open-BDEC

AnaIYSiS. by Ad.aptive PreCiSion! Numerical Alg./Library B App. Dev. Framework Control & Utility
AUtoma“C TUﬂlng & ACCUFaCy New Principle {o]g Simulation * Data + Colnr:::lglr—lai::t?o;y
Verification Fomptiations Ecarmng Utilities
— Hierarchical Data Driven Approach Agoririms wihigh 13-Open-APP: Simulation | __ h3-0pen-SYs
(hDDA) based on Machine Learning " Efficioncy R g s —
h3-Open-UTIL
— Software & Utilities for VorifioRentER  NNHSCRERDATAIDSANN ytites for Large-Scale

Computing

Heterogenous Environment, such giE S
h3-Open-AT h3-Open-DDA: Learning

as Wisteria/B DEC-01 Automatic Tuning Data Driven Approach



Wisteria/BDEC-01: The First “Really
Heterogenous” System in the World

¢ ¢ 7 : Platform for Integration of (S+D+L)
4 W|3lﬂl'|a Big Data & Extreme Computing

¢ ¢ BDEC-01

Simulation Nodes:
Odyssey

Fujitsu/Arm AB4FX
25.9PF, 7.8 PBIs

Shared File

System

(SFS)
25.8 PB, 500 GBI/s

Fast File

System

(FFS)
1PB, 1.0 TBIs

Data/Learning

Nodes: Aquarius
Intel Ice Lake + NVIDIA A100
7.20 PF, 578.2 TB/s

800 Gbps

Simulation

Codes

Simulation Nodes
Odyssey

_ Wisteria/BDEC-01
Machine

Learning, DDA Datal/Learning
Nodes, Aquarius

Observation
Data

Data Assimilation

BEEWAGESE

%t External
1 Resources

External
Resources

Server,
Storage,
DB,
Sensors,
etc.
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Possible Applications (S+D+L) on
Wisteria/BDEC-01 with h3-Open- BDEC

Simulations with Data Assimilation

— Very Typical Example of (S+D+L)
Atmosphere-Ocean Coupling for
Weather and Climate Simulations

— AORI/U.Tokyo, RIKEN R-CCS, NIES
Earthquake Simulations with Real-
Time Data Assimilation

— ERI/U. Tokyo [ [Avp. ]
Real-Time Disaster Simulations
— F|00d Tsunami .
(S+D+L) for Existing Simulation Codes  [75spars i

(Open Source Software) |, TG T
— OpenFOAM

* Also applicable to full coupling,
multiple applications
ures

2. Send-data extraction from
the buffer, and data sending

interpolation process | fe=mmm=mmmmm=s 1 = fromthe buffer

o] (MG

Model procedures

u s 1
3. Data-packing after the W El J 4. Data extraction




- Earthquake Simulation/Real-Time Data Assimilation
— Seism3D/OpenSWPC-DAF by Prof. Furumura (ERI/U.Tokyo)
— Preliminary Works on OBCX
« The 3 Pillar of h3-Open-BDEC
— H3-Open-UTIL/MP
— h3-Open-SYS/WaitlO

e Summary
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Early Forecast of Long-Period Ground Motions
via Data Assimilation of Observation and
Simulations [Furumura et al. 2019]

« New method for the early forecast of long-period (> 3—10 s) ground motions generated
by large earthquakes based on the data assimilation of observed ground motions and
FDM simulations of seismic wave propagation in a 3-D heterogeneous structure
(Seism3D/OpenSWPC-DAF (Data-Assimilation-Based Forecast)).

« This approach uses the dense nationwide network in Japan and
supercomputers to perform forecasts using the assimilated wavefields at
speeds much faster than the actual wave propagation speed.

* An early alert can be issued prior to the occurrence of strong motions due to
large, distant earthquakes.

» Validation of the effectiveness of this data-assimilation-based forecast approach via
numerical tests for the early forecast of long-period ground motions in central Tokyo
using the observed waveform data from the Mw6.6 2007 Off Niigata and Mw9.0 2011
Off Tohoku earthquakes.




Seismic Wave:

Various Components of Wavelength

Velocity Response Spectrum

Buildings with the same natural
period as the predominant
component of seismic waves
shake most violently (0.1-10
sec.): a kind of "resonance”

€

11

Response Spectrum, Velocity [cm/s]
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[c/o Prof. T. Furumura,
ERI/U.Tokyo]
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Seismic Wave:
Various Components of Wavelength

Buildings with the same natural

period as the predominant Velocity Response Spectrum

component of seismic waves ; e

. Niigata 2004
shake most violently (0.1-10 T
.): a kind of "resonance” 150 -
sec.): a kind of "resona ﬁe — Tokachi 2003
o o E
Long-period N S o
waves last N i
long and | 2 5ol .
S Kobe 1995 & |
reach far ol T o A A
—~) \'Ji AN S . = g B
i Tokachi 2003
N Long Period Period [sec.]
[c/o Prof. T. Furumura, . _

ERI/U.Tokyo] e S A\ s



2003 Tokachi Earthquake: Long-Period

Big Fire Accident of Oil Tanks in City of Tomakomai (200+km from
Epicenter) due to Sloshing

13







Task of simulation: understanding earthquake dynamics

(a) Earthquake source model (c) Earthquake (seismic)
B Gt ground motion simulation

[c/o Prof. T. Furumura,
ERI/U.Tokyo]

To understand the past earthquake and for
mitigate disasters for future events computer
simulation of ground motion is employed with
source and subsurface structural models




Earthquake simulation is always with
uncertainty

» Subsurface/Underground Structure
— Heterogenous, Random, Stochastic
— Fluctuations

 Integration of Simulation/Observation is
essential

 Traditional Simulations
— Forward Simulations

* New Types of Methods for Simulations
combined with Data Assimilation/Real-
Time Observation is under development

— Forecast by Simulations, Correction by (olo Prof. T. F
. . . C/0 Frof. I. Furumura, %
Data Assimilation ERI/U.Tokyo] ¢

16




Simulations of Long-Period Ground Motion
[Furumura et al.]

« 3D Equation of Motions solved by
FDM (Finite-Difference Method)
1 {a 6;;—1/2 J 6;’;/2 J O'Zp_llz

oo = F‘
pl ox dy 0z %}ﬁﬁ% et =§= . i

p p

Vi =y + + jAt (P=x.y.2)

e A o
i

« Seism3D
— Staggered Discretization in Space/Time
— 4t order in Space
— 2" order in Time (Explicit Time Marching)
— OpenMP + MPI, Fortran




Real-Time Sharing of Seismic Observation is
possible in Japan by JDXnet with SINET

Japan Data eXchange network

« Seismic Observation Data (100Hz/3-dir’'s/O(103) observation points)
by JDXnet is available through SINET in Real Time
— O(10%) GB/day: available at Website of NIED
— O(10°) pts in future including stations operated by industry

g
=
. NIED e Ser
| | i UIliVCl'Sity’S
Originally D D I:l i i@

developed in
ERI/U.Tokyo II

[c/o Prof. H.Tsuruoka
(ERI/U.Tokyo)]
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3D Earthquake Simulation
Simulation Nodes With ReaI-Time Data

el L) S Observation/Assimilation
Learning, DDA _ILSS Sl bata | Simulation of Strong Motion (Wave
Data Assimilation I PrOpagatiOI‘l) by 3D FDM

Nodes, Agquarius
Data Analysis

Observation Network for Earthquake: O(105) Points

Server,
Storage, §
DB,
Sensors, P
etc.

AW
AT o |

Ext naI N etwork

Originally
developed in
ERIN .Tokyo

Real-Time Data/Simulation Assimilation [c/o Prof. T.Furumura
Real-Time Update of Underground Model (ERI/U.Tokyo)]



Real-Time Assimilation of “Observation+Computation” in

Seismic Wave Propagation [c/o Oba & Furumura]

- Data Assimilation of Wave Propagation (A) PureS (B) A+S
by “Optimal Interpolation Technique”
- = it Residuacl: n: Time Step . A/_\.A A AAA
ssim. Comp. S. OMP. - Weighting Matri ab Bal A Bat
x5y = x, + W(y, — Hx;,) saning e | 10 sec. A\.A222A AAQQQA
Comp. Assim. ] - i

— a
xn+1 = Fxn F: Wave Propagation
ganulation

(A) Pure Simulation (B) Assimilation+Sim. B .
A\ : Obs. Pts. | (No info for Epicenter needed) G s AWE
. 20 sec. %ﬂﬁt\ S
o) b,
bl & L

5 =
A A
A . A
A A A

1.0s




Real-Time Assimilation of “Observation+Computation” in

Seismic Wave Propagation [c/o Oba & Furumura]

- Data Assimilation of Wave Propagation
by “Optimal Interpolation Technique”

- c o Residuacl: n: Time Step
s>im. Lomp. S- OP1P-  yy: Weighting Matrix
a — _ c

Xn =X, + W(y, — Hx;)

Comp. Assim.

— a
xn+1 = Fxn F: Wave Propagation
simulation

(A) Pure Simulation

(B) Assimilation+Sim.

/A\: Obs. Pts. (No info for Epicenter needed)

A A
A A

A AT A AT
AAAAA AAAAA

A A4 A LAA

A Aa A AA

* A A
Epicenter »

1.0s

-

(A) PureS (B) A+S
AA/_\.A AL\AA
10sec. |24a%2" abppat
A&/_\A A AAA
- AiA A A2A
CJ
PaN A
A A & B A A
e A A A
20 sec. &A *2/_\
AN A A
e AL\' AA
-y -
N\ \\
30 sec Méh vQ
AAAAA éAAA. A
¥ A
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Residual n: Time Step

Star.tlng f-rom (A+S: I;%'mzcx? + W(c;l;:l . H;?) W: Weighting Matrix
Assim+Sim.) to (Pure Coms. i

S: Pure Simulation) Tnar = B 1 o b
_>

Wen
forecasred ¥ RIJ assrmtl'uted r]{t (b) n+1 step farecnsted assnmrlated
P 7 | [i2
T K ‘{'. |

Bl E DikE

residual from obs. 3 residual from obs.
N r———— —————
observation 1 observation 1 ﬁ
1 > In+l o
yw ; X | Optimal
] W | weight

m ‘ W[y, - H We‘:ﬂ”" “MMN\”

[c/o Prof. T. Furumura, ERI/U.Tokyo]




- Earthquake Simulation/Real-Time Data Assimilation
— Seism3D/OpenSWPC-DAF by Prof. Furumura (ERI/U.Tokyo)
— Preliminary Works on OBCX

« The 3 Pillar of h3-Open-BDEC
— H3-Open-UTIL/MP
— h3-Open-SYS/WaitlO

e Summary

23



Goal of the Present Work

« Seism3D/OpenSWPC-DAF
— 3D Simulations by FDM
— Data Assimilation of Observed Ground Motions

« Observed data sets were downloaded from NIED’s webpage
— Not a “really” real-time

« Goal of the present work is development of a framework for real time
combination of simulation-assimilation for long-period ground motions

24
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3D Earthquake Simulation
Simulation Nodes With ReaI-Time Data

el L) S Observation/Assimilation
Learning, DDA _ILSS Sl bata | Simulation of Strong Motion (Wave
Data Assimilation I PrOpagatiOI‘l) by 3D FDM

Nodes, Agquarius
Data Analysis

Observation Network for Earthquake: O(105) Points

Server,
Storage, §
DB,
Sensors, P
etc.

AW
AT o |

Ext naI N etwork

Originally
developed in
ERIN .Tokyo

Real-Time Data/Simulation Assimilation [c/o Prof. T.Furumura
Real-Time Update of Underground Model (ERI/U.Tokyo)]



University’s

IP Network

%Preliminary Works on _
Oakbridge-CX (OBCX) domted

* Intel Xeon Platinum 8280 (Cascade
Lake, CLX), Fujitsu

— 1,368 nodes, 6.61 PF peak,
385.1 TB/sec, 4.2+ PF for HPL Oakbridge-CX (OBCX)

#110 in 58" Top500 (Nov.2021) Total: 1,368 nodes

Intel Xeon Platinum 8280 (Cascade Lake, CLX)
— Fast Cache: SSD'’s for 128 nodes: .
Intel SSD, BeeGFS: 200+TB Fast FS lihdl

* 1.6 TB/node, 3.20/1.32 GB/s/node for R/'W BecGFS on D
Bee! on Demand (BeeOND)
* 16 of these nodes can directly access EEEE B -
y e e &8 16 of 128 nodes with

external resources (server, storage, sensor § % veoe
network etc.) through SINET |= I I I I SSD can access
L : : external resources
« Switching to Wisteria/BDEC-01 Y directly through SINET
after May 2021 2 c~GES' (External Nodes)




Originalty
developed in
ERIU Tokyo

% 3D Simulation + Real-Time Data

Assimilation on OBCX
Y e "3t Seism3D/OpenSWPC-DAF: 3D FDM (Finite-
. Difference Method)

Lo mlw.u

N I
YO nitial Velocity Distribution by Oakbridge-CX
Interpolation for

Seism3D/OpenSWPC-DAF (OBCX)
s o s Total: 1,368 nodes

An External

Node of OBCX Initial Velocity Field
Emergenc . : \ '
CondigtJion Y Seism3D/OpenSWPC-DAF Seism3D/OpenSWPC-DAF

using O(103+) nodes

Data Assimilation + using O(103+) nodes

Pure Simulation (Pure S)

Simulation (A+S)

27



Normal Operations
SCHEIETE  Filtering + Interpolation

Simulator of JDXnet : -
pimeyshall Experimental Environment
Filtering on External Node of OBCX
or Internal Interpolation: O(10') nodes of OBCX

Network

Initial Velocity Distribution by Oakbridge-CX
Filter Interpolation for

Seism3D/OpenSWPC-DAF (OBCX)
using O(107) nodes Total: 1,368 nodes
An External ’

Node of OBCX Initial Velocity Field

Emergency Seism3D/OpenSWPC-DAF :
g ; P :
condten using O(10%+) nodes > ising O{10%4) nodes

s e Pure Simulation (Pure S)

Simulation (A+S)

28
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Filtering using Experimental Environment

External Server

Hi-net Tokorozawa Obs. Pt.

[ cat #7 & Fawin7—% | shmdump -f chnneffile -tq - | winsimu -s1 | wintowin -t shmkey shmsize o04F o J T R |

. — o P S ot . JEW
Iﬁ WBEITT—20 A L L Jul Jr\n:’.[mm
o 10:13:00.000 E
- (Before) "‘"‘fju'._m.u--mu..w.‘.w..:N_S
‘ Only Short ot R R ]
—." [:l(@s“r"d”m” Y Period N i w3
1 BROwWnEBBH h . : : e
ot | P
-1353 byd 3
T OBCX External Node | e A aER
__2- HRIFEEI | _ o ﬂ y N
(After) 3’?,““‘*" i WM \““'WVW JW"W\ G AN
(wwm EffeCtS Of -0.4 . Long Period Wave 4
BR0B 5 @wintosac | —>| ®hinet_decon |-|—>| ®make_wavedataset }— Broadband — ‘i:ﬁyvqfw\}w M\H (N\ V\fm,rfw-/w}'\«w ‘779
#EEwintERL T — considered -0 T NWIL U
HHIPAIL VAT -‘\“: . ' T . S
it \ t
OU————M\‘JAI'/“W \M?j\ K\Nﬂ WM UJ\F"‘J\V‘WW“"\
— -0z~ ’
0=, 01 L
0 50 IU’J I.u 200




Emergency Operations
enc ks cd + Data Assimilation & Forecast

Simulator of JDXnet Experimental Environment

using past EQ data
Filtering on External Node of OBCX
or Internal (A+S), (Pure S): O(103) nodes of OBCX

Network

Initial Velocity Distribution by Oa kbridge-CX
Interpolation for

Seism3D/OpenSWPC-DAF (OBCX)
using O(10%) nodes Total: 1,368 nodes
An External ’

Node of OBCX Initial Velocity Field

Emergency Seism3D/OpenSWPC-DAF :
Eohditor using O(10%4) nodes | S0 MO es
Pure Simulation (Pure S)

Filter

Data Assimilation +

Simulation (A+S)

30
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Example: Off Niigata 2007 Mw6.6 Earthquake

» Observed Data: Stored in External Server (Mini-mdx)
« An external node of OBCX receives observed data, and apply filtering

« “Data Assimilation + Simulation (A+S)”, and “Forecast by Simulation
(Pure S)” are separated codes, while same number of computing
nodes were used

* Movies were created after simulations (O(10) sec.)

« Seism3D/OpenSWPC-DAF
— 3D FDM + Optimal Interpolation Technique

for Data Assimilation gL (aa:,;“z L0, oy
— Each Mesh: 240m x 240m X 240m el e o )
— 1,920 x 1,920 x 240 meshes(8.85 x 108) X T Wy — Hxly pleishing Wt
— 460.8 km x 460.8 km x 57.6 km Comp. s,

— a
Xpi1 = Fxn F: Wave Propagation
simulation



Off Niigata 2007 Mw6.6 Earth

T
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gﬂ. {“r

Y [grid]

r i L P
a00 1000 1500

¥ [grid]
ik Epicenter

M Hi-net (Short Period) 349 pts
® F-net (Broadband) 18 pts

Depth [km]

[c/o Prof. T. Furumura,
ERI/U.Tokyo]
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Off Niigata 2007 Mw6.6 Earthquake
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Results at Kotoh A (N.KOTH)

Data Assimilation + Pure Simulation/Forecast phra
482 K-NET, KiK-net Observation y ' LEREL T T e E 139° 46.9°

Assimilation by 70s > forecast | (A+S)=(Pure 5)@30s :
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Koto, Tokyo A (N.KOTH)

Results: Off Niigata 2007 Mw6.6 N 38" 370

E 139° 46.9°

Ea rthq uake) “’7 (A+S)=(Pure S)@30s |
P Pl A
(A+S) |
— Data assimilation is done using real-time observations, NI NP VI R
therefore this procedure cannot go ahead of real-time ':” T

- ConS|der|ng the overhead by preprocessmg such as filtering, .| 7os
it is good to be able to calculate in about half the time of the
actual phenomenon z:

A A
——n Aty U " ANl ammanansnd
I~ v "

At i\
AN ANNAMRAIA i
IR

G

1
—— AN/ ‘“/r\‘ | I\_ 1\N At iAW
V

100
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100
time [s]

150 200
Observation
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Results: Off Niigata 2007 Mw6.6
Earthquake)

(Pure S)

— 1/10 time of the actual phenomenon is required

— Switching at 50 sec. from (A+s) to (Pure S)

— If the subsequent 50 sec. can be computed in 5 sec., it is

possible to predict the time when the peak wave will arrive in

Tokyo, which is about 250km away from the epicenter
(approx. 100 sec. after the occurrence of the earthquake)

Koto, Tokyo A (N.KOTH)
N 35° 37.0°
E 139° 46.9’

""" (A+S)=(Pure S)@30s

A
y ,W,u\urv\f\,.\n “\Uﬁ'\J\NrMMfV"‘NvMka

-s/(A+S)|(Pure S)

Arc AN i A A A
00— —~AnAR A/ Wy WA AN~
v

st 90s
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Results: Off Niigata 2007 Mw6.6 Koto, Tokyo A (N.KOTH)

N 35° 37.0¢
Earthquake) E 139° 46.9
| ‘ ' U | ‘ B Observation
s B0S

0.0

s D0 sec.

150 200

o (Pure S)

— 1/10 time of the actual phenomenon is required

— Switching at 50 sec. from (A+s) to (Pure S)

— If the subsequent 50 sec. can be computed in 5 sec., it is
possible to predict the time when the peak wave will arrive in
Tokyo, which is about 250km away from the epicenter
(approx. 100 sec. after the occurrence of the earthquake)
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Computation Time for 200 sec. Phenomenon

- Communications forl/O . |
are included :
— min.: Comm. excluded
— max.: Comm. Included
¢ (A+S) _
— Computation in 100 sec. §1.00E+o1 -
(Half of 200 sec.) :

— 300-400 nodes

1.00E+02 ¢

— Computation in 20 sec. i
(1/10 of 200 SeC.) 1.00E-01
— 1.000+ nodes 18 32 64 128 256 512 768 1024 1280

Node #

39



Computation Time for 200 sec. Phenomenon

1.00E+03 ® (A+S) min.
: ® (A+S) max.
m (Pure S) min.
(Pure S) max.

50% of Real J
« (A+S) :

— Computation in 100 sec. §1.00E+o1 -
(Half of 200 sec.) i

— 300-400 nodes -
1.00E+00

1.00E-01

18 32 64 128 256 512 768 1024 1280
Node #
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Computation Time for 200 sec. Phenomenon

B ® (A+S) min.
R ® (A+S) max.
® (Pure S) min.
1.00E+02 ¥ (Pure S) max.__
20 sec. L
10% of Real j:
— Computation in 20 sec. f
(1/10 of 200 sec.) 1.00E-01
— 1,000+ nodes 18 32 64 128 256 512 768 1024 1280

Node #
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« Earthquake Simulation/Real-Time Data Assimilation
— Seism3D/OpenSWPC-DAF by Prof. Furumura (ERI/U.Tokyo)
— Preliminary Works on OBCX
« The 3rd Pillar of h3-Open-BDEC
— h3-Open-UTIL/MP
— h3-Open-SYS/WaitlO

« Summary
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Data Assimilation

Future Directions towards
Integration of (S+D+L)

Accurate Prediction of Seismic Wave

Propagation with Real-Time Data N b e
Observation/Assimilation Vi optimizaton of 0
— Emergency Info. for Safer Evacuation b

3D Underground Model
— Heterogeneous, Observation is difficult
— Inversion analyses of seismic waves are
important for prediction of structure of
underground model
— ML may be utilized for acceleration of this
prediction based on analyses of small
earthquakes in normal time (e.q. Mw < 3.0)
— More sophisticated DA method (e.g. 4DVar)

uoljezijensiA

3D Simulation

Filtu'od 3D UG Results
Obs. D Model of Sim's




Computing on Wisteria/BDEC-01

Wisteria/BDEC-01
— Aquarius (GPU: NVIDIA A100)

« Filtering, ML, Visualization
— Odyssey (CPU: A64FX)

« Data Assimilation, Simulation
Combining Odyssey-Aquarius
— Single MPI1 Job over O-Ais

impossible

® ® Wictaria Platform for Integration of (S+D+L)
* pe E#Esct.ﬁsla Big Data & Extreme Computing

Simulation Nodes:
Odyssey

Fujitsu/Arm AB4FX
25.9PF, 7.8 PBIs

Shared File . Fast File
System Data/Learning System

(SFS) Nodes: Aquarius (FFS)
25.8 PB, 500 GB/s Intel Ice Lake + NVIDIA A100 1PB, 1.0 TBIs

7.20 PF, 578.2 TB/s

External

= ¥ %2 External
Resources -

= : Resources
External Network

Higrarchical, Hybrid, Heterogenseous

2 h3-0pen-BDEC
/// ois ata & Extveme Compuring



« Wisteria/BDEC-01
— Aquarius (GPU: NVIDIA A100)
« Filtering, ML, Visualization
— Odyssey (CPU: A64FX)
« Data Assimilation, Simulation
« Combining Odyssey-Aquarius
— Single MPI1 Job over O-Ais
impossible

Simulation Nodes:
Odyssey

Fujitsu/Arm AB4FX
25.9PF, 7.8 PBIs

Shared File Fast File
System Data/Learning System

(SFS) Nodes: Aquarius (FFS)
25.8 PB, 500 GB/s Intel Ice Lake + NVIDIA A100 1PB, 1.0 TBIs

7.20 PF, 578.2 TB/s

Exter

Reso F|Iter|ng, Visualization

External Network

2 h3- ﬂnen BI]E(:
/// S




Computing on Wisteria/BDEC-01

46

« Wisteria/BDEC-01

| * ¢ wisteri
— Aquarius (GPU: NVIDIA A100) ¢ WISI_EI'I&
+ Filtering, ML, Visualization ¢~ ¢ BDEC-01

— Odyssey (CPU: A64FX)

« Data Assimilation, Simulation

« Combining Odyssey-Aquarius

. . Shared File
— Single MPI1 Job over O-Ais System
- : SFS
impossible 25.8 P(B, sogsts

— Actually, O-A are connected through

Platform for Integration of (S+D+L)

Big Data & Extreme Computing

Simulation Nodes:
Odyssey

Fujitsu/Arm AB4FX

2.0 TBI/s
Fast File

o . System
Nodes: Aquarius (FFS)
Intel Ice Lake + NVIDIA A100 1PB, 1.0 TB/s

7.20 PF, 578.2 TBIs

IB-EDR with 2TB/sec.
- h3-Open-SYS/Walt|O-SOCk€’[ External

« Library for Inter-Process Resources .
Communication through IB-EDR with
MPI-like interface

— h3-Open-UTIL/MP
» Multiphysics Coupler

800 Gbps

¥51 External
1 Resources

Hierarchical, Hybrid, Heter

2 h3-Open-BDEC
/// ois ata & Extveme Compuring
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h3-Open-UTIL/MP

Multilevel Coupler/Data Assimilation

« Current Coupler: ppOpen-MATH/MP

— Weak-Coupling of Multiple (usually two) Applications
« Each application does a single computation

—1
|:||:|IE|I:|EH HI:I;

*Also applicable to full coupling,

App. A multiple applications
’ Model procedures

| Sefme e | V| 2. Send-data extraction from
the buffer, and data sending

Coupler procedures

L

1. Data-packing | ([ Reoven 7
into a buffer |

3. Data-packing after the Lt 4. Data extraction
interpolation process o from the buffer
time

J

Model procedures




h3-Open-UTIL/MP

Multilevel Coupler/Data Assimilation

« Current Coupler: ppOpen-MATH/MP

— Weak-Coupling of Multiple (usually two) Applications
« Each application does a single computation

« h3-Open-UTIL/MP

— Data Assimilation (Multiple Computations: Ensemble)

48

ical, Hybrid, Heterogeneous

Big Data & Extireme Computing

r; 113-Open-BDEC
rf”///

— Assimilation of Computations with Different Resolutions

« h3-Open-DATA, h3-Open-APP ( Pacies
— Data Assimilation by Coupled Codes H

*Also applicable to full coupling,
multiple applications
Model procedures

* e.g. Atmosphere-Ocean

« Data Assimilation: h3-Open-DATA

L

| V| 2. Send-data extraction from
the buffer, and data sending

o buffor — || Coupler procedures
% time

et

1. Data-packing
into a buffer

— Karman Filter, Particle Karman Filter

w data from the buffer

EI J 4. Data extraction

_b\l from the buffer

Coupler procedures
- LETKF 3. Data-packing after the o 93
_ AdJOlnt Method interpolation process i vigiaiid
Model procedures
App. B

« Generation of Simplified Models in hDDA

L




h3-Open-UTIL/MP (h30-U/MP)

(HPC+Al) Coupling
[Dr. H. Yashiro, NIES]

Surrogate
Model

Analysis/ML

HPC App

(Fortran) App

(Python)
F<->P adapter
h3o-U/MP

>

A huge amount of h3o-U/MP
simulation data
output

Statistics

Coupling

« Providing on-the-fly input/output/training data to the Analysis/ML tools
— Easy to apply to existing HPC applications
— Easy access to existing Python-based tools for Al/ML

Visualiztion
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h3-Open-UTIL/MP (h30-U/MP) +
h3-Open-SYS/WaitlO-Socket

HPC App Analysis/ML
(Fortran) App
(Python)

F<->P adapter

>

h3o0-U/MP

A huge amount of

simulation data h3o0-U/MP
output - .
Coupling
¢ _* Wisteria IB-EDR o o wisteria
o¥o BDEC-01 AAVEED) %o BDEC-01

Surrogate
Model

Visualiztion

Statistics
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h
h

3-Open-UTIL/MP + 5 ten-Bocc

7

3-Open-SYS/WaitlO-Socket

Current Statue: Single MPI Job
Direct Communication between Odyssey-

* ¢ wisteri
o Wisteria

Aquarius through IB-EDR by h3-Open- o_¢ BDEC-01
SYS/WaitlO, which provides MPI-like Interface

Fortran APP Python APP Fortran APP
(NICAM) (PyTorch) (NICAM)

Python APP
(PyTorch)

h3opp.py

IB-EDR h3open_py.fo

h3opp.py

h3open modules

h3open modules h3open modules

“ h3open modules

Jcup modules Jecup modules

Jcup modules Jcup modules

h3-Open-UTIL/MP
|
h3-Open-UTIL/MP

I Jeup
" Jcup

jcup_mpi_lib.f90 jeup_mpi_lib.f90

jeup_mpi_lib.fo0 jeup_mpi_lib.f90

MPI WaitlO MPI

Current Status: Single MPI1 Job MPI+WaitlO




Sc h ed u Ie fo r P u b I i c U se ® ¢ Wisteria Platform for Integration of (S+D+L)

%o BDEC-01 Big Data & Extreme Computing

Collaborations are Welcome !! —
Odyssey
* h3-Open-SYS/WaitlO-Socket 255,75 Pais 4
— Fall-Winter 2021, O-A Direct Shared File ' Fast File
. . . System Data/Learning System
Communication by MPI-like Interface s5ors moceis N\ Nodes:Aquarius T (ERR)

7.20 PF, 578.2 TB/s

h3-Open-SYS/WaitlO-File
— Via File System, FY.2022

External &

h3-Open-UTIL/MP (HPC+Python) i~ g I8

HPC App
(Fortran)

— Fall-Winter 2021 on Odyssey only
(Single MPI)

h3-Open-UTIL/MP+h3-Open-

SYS/WaitlO-Socket via IB-EDR  gyrroms:

h3o0-U/MP
simulation data

— January-April 2022 output -

%.Y Wisteria
¢ ¢ BDEC-01

Surrogate
Analysis/ML Model
App *
F<->P adapter
h3o-U/MP Statistics

Coupling

||3 nllﬂll BDEI: *o? Wisteria pymmy el Wisteria pysmem

nnnnnnnnnnnnnnnnnnnnnn BDEC-01 BDEC-01



Summary

« Earthquake Simulation/Real-Time Data Assimilation

— On-Going Works for Real-Time Forecast/Assimilation
— Preliminary Works on OBCX

* Future Works
— Improvement of the Simulation Method

— Improvement of Underground/Subsurface Model by ML (Machine
Learning)

— Extension to Wisteria/BDEC-01

— More sophisticated algorithms for data assimilation (e.g. 4DVar,
Ensemble 4DVar, 4DEnVar etc.)

— Implementation/Optimization towards Real-Time System
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h3-Open-BDEC

New Principle for

Computations
Numerical Alg./Library

h3-Open-MATH
Algorithms with High-
Performance, High Reliability

h3-Open-VER
Verification of Accuracy

h3-Open-AT
Automatic Tuning

Simulation + Data +

Learning
App. Dev. Framework

h3-Open-APP:
~ Simulation
& Mixed/Adaptive Precision | Application Development

h3-Open-DATA: Data
Data Science

Integration +
Communications+
Utilities

h3-Open-SYS
Control & Integration

h3-Open-UTIL
Utilities for Large-Scale
Computing

h3-Open-DDA:
Learning
Data Driven Approach

Data Assimilation, Earthquake
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1700-1720 | Hiromichi Nagao (U.Tokyo) Simulation
1720-1740 |Hisashi Yashiro (NIES, Japan) |h3-Open-UTIL/MP
1740-1800 |Hiroya Matsuba (U.Tokyo) h3-Open-SYS/WaitlO-Socket




